Data Compression
In a data-rich world, data compression is necessarily important for efficient communication especially over wireless networks. Data compression is often traced back to Morse code where more commonly used letters are less intensive to encode, such as the letter ‘e’ whose representation is a ‘dot.’ Modern data compression falls into two broad categories: lossy and lossless.  Lossy compression, as the name suggests, “lose” non-essential data in the compression process to save space.  This lost data is unrecoverable once the data is decompressed.  Lossless data compression, on the other hand, compresses data in such a way that all data is recoverable during the decompression process.
Learning Data Compression:
As we move into an era with wearable computing, the idea of ubiquitous computing is being born into reality.  Lying beneath this omni-present computing is the necessary data that is collected, computed, disseminated, assembled and compiled through wired and wireless networks.  Because of this, efficient data compression techniques are fundamental to this new world of computing.  Knowing the type of compression that is used as well as its basic algorithms, benefits and limitations is becoming an essential understanding within the field of computer science.  
Common Data Compression Techniques:
Lossy Data Compression Techniques:

· Often used with sound, image and video files.

· Based on eliminating unnecessary (unnoticeable) data.

· Common acronyms of techniques: GIF, JPEG, MP3 and MPEG.
· Example:  GIF pseudo-algorithm.
· GIF compression uses both lossy and lossless techniques.

· GIF compression reduces image colors from 256x256x256 to a library of 256.
· GIF uses an LZW lossless compression to further reduce the amount of data.
Lossless Data Compression Techniques:

· Used when it is essential to keep all data:  medical monitoring, transmitting text, etc.
· Based on simplifying redundant information.
· Entropy is the least number of bits needed to encode a message. 

· Popular lossless compression techniques: Huffman encoding, LZ(W) and arithmetic.

· Example:  Huffman pseudo-algorithm.
· Huffman Coding is a library coding technique.

· Each letter has a unique prefix-free encoding determined by a binary tree.

· Letters with a high frequency (probability) are given a short binary encoding.

· Letters with a low frequency are given longer encodings.
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