Introduction to Computer Science Compression notes:
Definition:  PC Magazine’s online encyclopedia defines compression as follows:

Encoding data to take up less storage space and less bandwidth for transmission. Digital data are compressed by finding repeatable patterns of binary 0s and 1s. The more patterns can be found, the more the data can be compressed. Text can typically be compressed to approximately 40% of its original size, and graphics files from 20% to 90%. Some files compress very little. It depends entirely on the type of file and compression algorithm used. (http://www.pcmag.com/encyclopedia/term/40759/data-compression)
Data compression is necessarily important for efficient communication and storage

Over computer networks

Wi-fi networks

Bluetooth

Over air broadcasting and streaming.

Video and music players

Voice Over Internet

Data Storage

Others
Modern data compression falls into two broad categories: lossy and lossless.  

Lossy compression 

“loses” non-essential data in the compression process to save space.  

Lost data is unrecoverable once the data is decompressed.  



Used most often with media such as music, video and images



Common names for lossy compressions are GIF, JPEG, MPEG, MP3, MP4, etc.

Lossless data compression

Compresses data in such a way that all data is conserved.

Used in cases where data loss is not acceptable.

Can be used with all types of data.

Often cannot compress as well as lossy compression.

Common names for lossless techniques are LZ, arithmetic, ZIP, Huffman, etc.

Our focus is on lossless data compression, in particular Huffman compression.

Data compression is often traced back to Morse code where more commonly used letters are less intensive to encode, such as the letter ‘e’ whose representation is a ‘dot.’

Modern data compression has its roots in information theory.

Claude Shannon is attributed as the father of information theory beginning in the late 1940’s
Definition:  The study of encoding and transmitting information. From Claude Shannon's 1948 paper, "A Mathematical Theory of Communication," which proposed the use of binary digits for coding information.  (http://www.pcmag.com/encyclopedia/term/44967/information-theory)
Compression can be measured using entropy:

In data compression, it is a measure of the amount of non-redundant and non-compressible data in an object (the amount that is not similar)

(http://www.pcmag.com/encyclopedia/term/42666/entropy)

Entropy in turn can be used to measure efficiency of an algorithm.
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This is a ratio of actual efficiency to the theoretical efficiency of a compression process.

Used to determine the effectiveness of a compression algorithm.

A simpler measure of efficiency compares the number of compressed bits to original bits.
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Huffman coding.
Huffman coding can be broken into the following parts.

1) Determine the probability that a certain value will show up in the text.

2) Use the probabilities to build a binary tree.

3) Use the binary tree to develop a prefix-free library where.
a. Higher probability values have a shorter bit representation.
b. Lower probability values have a longer bit representation.
4) Write the text in terms of the binary representations.

5) (Extra:  Convert the binary back to its text representation.)
6) (Extra:  Calculate the bits saved.)
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